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1. Inner product on a linear space V over a number field F (C or R)

o Definition: A function (-,-) : V. x V — F is called an inner product,
if it satisfies the following three conditions (V x,y,z € V,V a € F):

(1) Conjugate symmetry:

(x,y) = {y,x)
(2) Positive definiteness:
(x,x) >0, x,x)=0<x=0
(3) Linearity in the first variable:
(x+y,z) = (x2)+(y,2), (axy)=alxy)
Example: the standard inner product on the space V= C™:

m
v X,y € Cmv <X7 y> = y*x = Zi:l xlyz

Numerical Linear Algebra Lecture 1 Xiamen University



Example: the A-inner product on the space V= C™:
Vx,yeC" (xy)=y"Ax,

where A is a given Hermitian positive definite matrix.

2. Orthogonality
o Orthogonality is a mathematical concept with respect to a given

inner product (-, -).

(1) Two vectors x and y are called orthogonal if (x,y) = 0.

(2) Two sets of vectors X and ) are called orthogonal if Vx € X
andy € Y, (x,y) =0.

(3) A set of nonzero vectors S is orthogonal if V x,y € S and
x £y, (x,y) =0; if further V x € S, (x,x) =1, S is called
orthonormal.

Proposition 1

The vectors in an orthogonal set S are linearly independent.
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2.1. Orthogonal components of a vector

@ Inner products can be used to decompose arbitrary vectors into
orthogonal components. Given an orthonormal set {qi1,q2,...,qn}
and an arbitrary vector v, let

r=v—(v,q)q — (V,q2)q2 — - - - — (V, ) An.

Obviously,
rc Span{q17 q27 e 7Qn}J_-

Thus we see that v can be decomposed into n + 1 orthogonal
components:

v=r+(v,qnq + (v,q2)d2 + - - + (v, dn)dp.

We call (v, q;)q; the part of v in the direction of q;, and r the
part of v orthogonal to the subspace span{qi,qa,...,q,}.
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Exercise: Write the expression for v when the set {q1,q2,...,qn}
is only orthogonal.

e Cauchy-Schwarz inequality: For any given inner product (-, ),

(%, ¥)| < V{xx)V(Y,y)

The equality holds if and only if x and y are linearly dependent.

Exercise: Prove the inequality. Hint: write

X = <X’y>y—|—z.

¥,y
Then (z,y) = 0. Consider (x,x).

Application: For any Hermitian positive definite matrix A,

y*Ax[® < (x*Ax)(y*Ay).
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3. Norm on a linear space V over a number field F (C or R)

o Definition: A function || - || : V — R is called a norm if it satisfies
the following three conditions (V x,y € V and V a € F):

(1) Nonnegativity:
%[ =0, [x]|=0&x=0
(2) Positive homogeneity:
lox]|| = |of[Ix|
(3) Triangle inequality:
Ix+yl <[+ lyl

Exercise: Show that any norm is continuous.

MaTH

e More on metric, norm, and inner product (click!)
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Exercise: For any given inner product (-,-), let || - || = v/ (-, ).
(1) Prove that the function || - || = 1/(:,+) is a norm.
(2) Prove the parallelogram law

la+v? + flu = vi* = 2f[u® + 2] v

(3) For a set of n orthogonal (with respect to the inner product
(-,-)) vectors {x;}, prove that

n
D _xi
i=1

The function || - || = /(-, ) is called the norm induced by the inner
product (-, -). Using this norm, we can write the Cauchy—Schwarz
inequality as

2 n
=> Il
i=1

16y < Iyl
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Theorem 2 (Equivalence of norms)

For each pair of norms || - ||o and || - ||g on a finite-dimensional linear
space V, there exist positive constants a > 0 and b > 0 (depending only
on the norms) such that

allxlls < lIx[la <blx[ls,  VxeV.
Proof.
For all x = ), x;v;, where {v;} is a basis of V, ||x[| = >, |#;| is a norm
on V. By [[x[la = [ 25 zivilla < 225 [ill|Villa < [[x[| - max; [|Vil|a, we
know || - || is a continuous function with respect to || - ||, which attains

its minimum ¢ and maximum C' on the unit sphere {x € V, ||x|| = 1}
(because it is a compact set). Then, Vx € V, ¢||x|| < [|x||, < C|x|. O

e Convergence of a sequence {x;} C V: x; — x

We say xj, converges to x if limy_, ||xx — x|| = 0.
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3.1. Vector norms on C™

m
e /,norm: ||x||; = Z |4,
i=1

m 1/2
Il = (ZW) = VX b
i=1

|wm=@gmu

m 1/10
||xup=<2|a:i|f?) L (1<p<oo) {}
i=1

Minkowski’s inequality: [|x + yll, < ||x[lp + [|¥]lp-

Equivalence of ¢1, 3, and {5 norms: [|x||2 < [|x]|1 < /m||x||2,

xlloo < lIx[l2 < VMmoo, [IXfloo < [Ix[l1 < m[x]|oo-

Numerical Linear Algebra Lecture 1 Xiamen University

9/ 16



e Weighted norm: Let || - || denote any norm on C™. Suppose a
diagonal matrix W = diag{wy,...,wn}, w; # 0. Then

[x[lw = [[Wx]|

is a norm, called weighted norm. For example, weighted 2-norm

Ix[lw = [|Wx]| = (i !’wm'z)l/z' <>

i=1
e Dual norm: Let || - || denote any norm on C™. The corresponding
dual norm || - || (with respect to an inner product (-, -)) is defined
by
Ix["=" sup  [{x,y)]-

yeCm, |lyl=1
Exercise: If p,q € [1,00] with 1/p+1/q =1, then || - [|;, = || - [[4-
Hélder inequality: [(x,y)| < [x][pl¥]lq-
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3.2. Matrix norms on C™*"

e Frobenius norm: V A = [al as --- an] € C™*", define

/ /
Al = (X7, 3 las) " = (X0 llaglg)

|Alr = Vtr(A*A) = \/tr(AA*).

or

o Max norm:
| Allmax = max ’aij’-
Z?J

e Induced matrix norm (operator norm): V A € C"*", define

Ax
Al = sup 122 = sup A= sup 1A%,
xecn HX”[R xecn xecn
x£0 Ixllg=1 Ixlig<1
where || - ||o is @ norm on C™ and || - ||g is a norm on C". We say
that || - ||o,5 is the matrix norm induced by || - ||, and || - || .
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Exercise: Vx € C™, prove that
[Ax[la < [|Al[asllx]s-

Exercise: Let A € C"™*", B € C"*" and let || - ||la, || - |I3, and || - ||,
be norms on C™,C", and C", respectively. Prove the induced

matrix 101 || lacr | - o, and | - | satisfy
|ABlay < [[AllaslBlls.5-
Exercise: Prove that
[Aloo,1 = max|az],
Z?J
i.e., [|[Al/max is the matrix norm induced by || - ||oc and || - ||1.
e The Frobenius norm || - ||p on C™*™ is not induced by norms on

C™ and C". (See Ref. 1 and Ref. 2)
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o Induced matrix p-norm of A € C"™*": For p € [1,4o0],

[Allp = [[Allpp = sup  [[Ax]],.

xeCn, [|x[p=1
Example: For any diagonal matrix D = diag{dy,...,d}, we have
D||, = max |d;|.
Dl = max [d
Example: 1,2, co-norm

AL = m]aXZ’aij’, HAHoo:m?«XZ‘aij‘a
i J

1Az = VAmax(ATA) =/ Amax(AAY) < [|A]p.

The norm || - |2 on C™*™ is also called the spectral norm.

Inequalities:  [[Alloc < VAl Az, [Alls < Vi Al

e Matlab: norm for 1,2, co-norm
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Example: A = [1 2]

0 2
(2,2

0,1)°

I d
1-norm: — |All: =4

(170)* % (170)*

/ ///
2-norm: — & [|Al]2 &~ 2.9208
oo-norm: : — . lAlleo =3
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3.3. Unitary invariance of || - ||2 and || - [|[p: VA € C™*"

o If P has orthonormal columns, i.e.,
PcCP™, p>m, P*P=1I,,
then
[PA2 = [[Afl2,  [[PA[[r = [[Allp.

o If Q has orthonormal rows, i.e.,

QeC™, n<gq, QQ =1I,

then
[AQ[l2 = [[All2, [AQ[r = [|AllF.
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4. Unitary matrix

e For Qe C™™ _if Q* =Q 7!, ie, Q"'Q =1, Q is called unitary
(or orthogonal in the real case).

o 1
q; 1
qQi|d2| - |9, =
q., 1

Exercise: Let Q € C™*™ be a unitary matrix. Prove

Q2 =1, [Qlr=vm.

@ A unitary matrix has both orthonormal rows and orthonormal
columns.

@ The columns of a unitary matrix form an orthonormal basis of C™
and vice versa.
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